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The RDBMS Performance Problem





The inability of the server to take full advantage of its performance potential, due to limitations of the storage devices, is the single biggest database performance problem in high volume applications. Servers are constantly waiting to read or write from storage devices.
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UNIX and NT servers use the same processors both to process the application and to process I/O.  When a large percentage of the server is used for I/O, processing performance suffers, because much of this I/O time is spent waiting on I/O devices, not on actually transferring data.  DES dramatically reduces the time wasted waiting for I/O by allowing the server to spend more time processing data.
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Why does this fundamental I/O problem exist in RDB environments?  First of all, the nature of RDB activity creates “natural” hot spots, areas of information that must be frequently accessed for the application to work properly.  Secondly, over the last 10 years, the processing power of the CPU has grown over 100X while mass storage performance has increased only 4X.  And, without the introduction of cached RAID systems between 1993 and 1995, the increase for mass storage would be only 2x.  This gap has always existed but now is of untenable proportions.  The graph below illustrates just how the spread between the CPU’s ability to process work and the speed of I/O devices has widened.
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DES eliminates the performance gap in the storage hierarchy with its high performance and consistent I/O throughput.  The graph below depicts where the DES Database Excellerator fits on the storage map and how it bridges the performance gap. 
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The DES Database Excellerator Performance Solution





DES Database Excellerator( products look exactly like a SCSI disk to the server.  They require no special drivers and are fully compatible with all UNIX and NT SCSI controllers.  The differences between DES Database Excellerator systems and disk based storage devices are:


(    Access Time — 18 microsecond versus 15,000 microsecond access time (0.018 ms vs 15 ms) for rotating disk based devices.  The DES access time is always true, independent of the type of access.  Large block or small, random or sequential I/O, whether reading or writing, it is always 18 microseconds.


(    Throughput Rate — DES products allow a 20 megabyte per second data rate versus 3 to 4 megabytes for rotating disk based devices.


Non-disconnecting Architecture — When a server requests to read or write to a disk or disk array, the disk device will immediately accept the command but, because of the long access time, will disconnect from the server until it is ready to read or write the data.  This long access time then allows the server to work on something else.  When the disk device is ready, it then interrupts the server and the data is transferred.  Unfortunately, this requires that the server make multiple accesses to the SCSI bus and stall or suspend application processes that are waiting to read or write data.
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Frequently, all available processes on the server become stalled and server performance is cut dramatically.**  With DES, each I/O is serviced 0.24ms after the read or write request is made.   Because DES devices provide such fast access time, it is not necessary for them to disconnect from the SCSI bus.  This saves CPU cycles, making more CPU available to work on the application.  Processes now read or write data immediately and the number of server accesses to the SCSI bus are cut in half.  DES Database Excellerator products are the only SCSI devices that can handle more I/O then a server can issue.
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Product Reliability


DES Database Excellerator systems are ultra reliable with a field demonstrated MTBF of greater than 1,000,000 hours.  This MTBF is based on actual deployment of over 150 systems at a customer site operated 24 hours per day.





Robust, Secure Backup


DES Database Excellerator systems are fault tolerant to power failures because they contain batteries and an internal hard disk.  Should power be lost, the Database Excellerator will remain on line for 8 minutes and, if the power returns in this time, no backup will be initiated.  If power is lost for longer than 8 minutes, the Database Excellerator goes off-line, backs up its contents to an internal hard disk, and then shuts itself off.  When power returns, the DES Excellerator reloads its internal DRAM and goes back on line.  The reload process takes about 1 minute per memory card.
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DES Applications





Except for small databases, Database Excellerator systems do not replace rotating storage arrays.  DES products are used for very “hot” tables and heavily hit database elements such as logs, rollback segments, temporary space and indices. 
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(   Logs — Logs or rollback segments are typically the limiting factor in high transaction rate applications.  They also affect loading, dumping or archiving, crash recovery and replication.  When logs, rollback segments or archive logs are the limiting performance, DES Database Excellerator systems are a low cost solution that will result in the complete elimination of this bottleneck. 





(  Temporary Areas — Temp space or tempdb is used to store partial products of large sorts or merges.  This area is heavily accessed during certain types of queries.  Temp areas are also used during the generation of  indices.  Because of the small block and random nature of the I/Os to these temporary areas, they are ill suited for storage on conventional disk, or disk arrays.  Query performance will typically increase, conservatively, at least 100% when moved to Database Excellerator products.





(  Data Tables — As a rule, 80 to 90 percent of the I/O goes to 10 percent of the data tables.  Thus, storage of these tables on Database Excellerator systems can dramatically improve overall database performance.  Often, databases can be arranged so that recent transactions or high usage customer records can be stored on Database Excellerator systems, leaving older transactions or lessor used records stored on rotating media. 
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IDEA — Inspection, Diagnostic Evaluation and Analysis





Inspection, Diagnostic Evaluation and Analysis (IDEA) is a non-invasive technology used by DES to analyze deployed servers for performance limitations of any type.  These tests do not require additional software but rely on existing UNIX tools.  These tests look not only at performance limits due to I/O but also detect memory, server and application limitations.  They are an excellent first step towards gaining more performance from existing, deployed applications. 














* In actual production tests with an EMC Symmetric system, the average cache hit rate was 80%, or 4ms.


** Total device service time is the sum of device access time (0.018ms), CPU overhead (0.2ms) and data transfer initiation (0.026ms).  Device access time is the variable; CPU overhead and data transfer initiation are the constants.
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